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Abstract

Recent work in machine learning community proposed multiple methods for performing lossy compression
(quantization) of large matrices. This quantization is important for accelerating matrix multiplication (main component
of large language models), which is often bottlenecked by the speed of loading these matrices from memory. Unlike
classical vector quantization and rate-distortion theory, the goal of these new compression algorithms is to be able to
approximate not the matrices themselves, but their matrix product. Specifically, given a pair of real matrices A, B an
encoder (compressor) is applied to each of them independently producing descriptions with R bits per entry. These
representations subsequently are used by the decoder to estimate matrix product A" B. In this work, we provide
a non-asymptotic lower bound on the mean squared error of this approximation (as a function of rate R) for the
case of matrices A, B with iid Gaussian entries. Algorithmically, we construct a universal quantizer based on nested
lattices with an explicit guarantee of approximation error for any (non-random) pair of matrices A, B in terms of
only Frobenius norms || A||, || B||r and | AT B||r. For iid Gaussian matrices our quantizer achieves the lower bound
and is, thus, asymptotically optimal. A practical low-complexity version of our quantizer achieves performance quite
close to optimal. In information-theoretic terms we derive rate-distortion function for matrix multiplication of iid
Gaussian matrices.
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I. INTRODUCTION AND MAIN RESULTS

Matrix multiplication is a key component of many numerical algorithms, and is often the dominant factor in the
runtime of a program. With the surge of deep neural nets (DNNs) and large language models (LLMs), finding more
efficient ways to perform matrix multiplication have become one of the most pressing challenges. Classical work
in this field focused on minimizing the number of required operations [[I], [?], [B], [@]. Specifics of contemporary
problems, however, require rethinking this classical approach to matrix multiplication. First, in machine learning
applications requirements for precision of computing matrix products are quite lax. Second, modern computational
hardware is often bottlenecked by the memory bandwidth. A natural solution explored by many researchers is to
apply lossy compression to matrices leading to deterioration in precision but improvement in the amount of data
transferred between memory and computation cores.

We formalize this problem as follows. Consider a pair of matrices A € R”*% and B € R™*® which need to be
described using R bits per entry (using separate compressors), such that a decoder that obtains bit descriptions of both
matrices can estimate Q The metric for gauging quality of approximation that we will use is the squared error
between ab entries of AT B and AT B. Note that unlike classical vector quantization, we are requiring compression
algorithms to be tailored to the special task of matrix multiplication. As a practical motivation, in Section [=Al
below we argue that reducing R down to a few bits/entry is necessary for LLMs to fully leverage modern matrix
multiplication hardware.

Our main result shows existence of universal quantizers (based on lattices) which compress A and B to R
bits/entry and come with explicit precision guarantees. Furthermore, we also show that these guarantees cannot be
generally improved by proving a matching lower bound for the case of matrices A and B with iid Gaussian entries.
We emphasize, though, that quantizers are universal and do not require Gaussian matrices.

To introduce our main results, let us define the function

1—(1—(2-272F —274R")) B R Rp*
I'(R) = E2R ( —4R )) f . (D
2.2 -2 R>R
where R* ~ 0.906 is the solution to the fixed-point equation
1
R= §log2(1+4Rln2) )

It will turn out that I'(R) is distortion-rate function for the matrix multiplication of iid Gaussian matrices.

We say that a matrix A € R"*™ has “bounded entries” if |a; ;| € {0} U [272990,22000] for all i € [n], j € [m].
This extremely mild condition guarantees that we can describe the ¢ norm of each column of A with small
multiplicative error using o(n) bits (see Section M). Our first result is the following.

Theorem 1: For any € > 0 and sufficiently large n

1) There exist randomized encoders f; : R"*@ — [2nalf] £, . Rnxb — [2n0R] and decoder g : [2"¢F] x [2n0F] —

Re*?guch that for any A € R"*% and B € R™*® with bounded entries we have

BIATB (i (A). BN < 147 B - (2(8) + &) + LAEIBIE 0y _rary 4oy )

Furthermore, denoting A = [a1|- - -[aq] and B = [b1] - - - |by], where a;,b; € R" are the columns of A and B,
C =A"B and C = g(fi(A), f2(B)), the have that

E(C;; — Cij)? < C?;-(T*(R) +e)+ W(F(R) —T%(R) +¢)), Viclal,je€[b]. (4)



2) There exist a randomized encoder f : R"*% — [2"%%] and decoder g : [2"%f] x R"* — R2*?  such that for
any A € R"*% and B € R"*® with bounded entries we have

Al|%|| B2
EIATB — g(f(A), B)I3 < 147 B3 - (2% 4 o) 4 LALEIBIE ok _gmamy oy 5

Furthermore,

i | 1b;1?

E(Cij —Ciy)? <C2j- (27 4 e) + | (272 — 271" 4 o)), Vi€ [a],j € [b]. ©6)

n
where C = g(f(A), B).

Note that two parts simply describe the cases, where both or only one matrix needs to be compressed.” For the
second part, where only A needs to be compressed, note that if the entries of A are iid N'(0,02) and B is the n x n
identity matrix, the right hand sides of (8) and (B) read nao?(272f + 2¢) and 02(272% + 2¢), respectively, which
are optimal, as they correspond to the Gaussian rate-distortion function. For the first part, where both matrices are
compressed, our scheme operates by compressing each column of A and B using the same (randomized) quantizer
feor : R™ — [27F] which is applied repeatedly to every column. The decoder g simply estimates each column
to get matrices A and B and computes their matrix product. For rates R > R* compressor f., compresses all
coordinates, while for R < R* a fraction 1 — ( 1?* ) of coordinates are ignored (mapped to 0). The “sparsification” is
necessary to achieve asymptotically optimal quantization and was one of the main surprises of this work, compared
to standard vector quantization.

To get a feel for Theorem [ let us consider independent matrices A and B drawn iid Gaussian N'(0,0?). We

2 2
have that E||AT B2 = w = 0% - nab in this case and Theorem [ shows estimate

E[|ATB — AT B||%] < o*nab(T(R) + ¢) .

It turns out that this is the best possible approximation (at this compression rate), as shown in our next result.
Theorem 2: Let A € R™*% and B € R"*" be independent random matrices, with iid NV(0, 0?) entries.
1) For any n > 1, and any pair of rate-R encoders f; : R"*% — [278]  f, . R"*t — [27PF] and decoder
g : [2nef] x [27PF] — R*®, we have

E||[ATB = g(fi(A), f2(B))|} > o - nab-T(R). (7
2) For any n > 1, and any rate-R encoder f : R"*® — [2"4F] and decoder g : [27F] x R"*? — R%*?| we have
E[|ATB — g(f(A), B)|[7: > o* - nab - 272" ®)

In other words, the encoders f1, fa, g from Theorem [ attain the lower bound from Theorem D, and are therefore
asymptotically optimal for this class of matrices.

We also show a simpler to use bound, based on a compression scheme that does not use a step of “MMSE
scaling” and also does not use time-sharing. The resulting bound does not meet the lower bound of Theorem B for
Gaussian iid matrices. However, for moderate R it is never much worse than the bound from Theorem 0. For some
matrices A, B it is significantly better than the bound from Theorem [I.

Theorem 3: For any € > 0 and sufficiently large n

1) There exist randomized encoders f; : R"*® — [27] f, : R"*b — [27PF] and decoder g : [27F] x [27F] —

R**?_ such that for any A € R"*® and B € R™*? with bounded entries we have

T o _ JAIZIBIE (2-22F -1
E[[A" B = g(fi(A), f2(B)) % < - @F 1) +e, ©)
Furthermore, we have that
. a;||?]16;]|% /2-228R -1 . .
E(C;; — Ci )? < | ”rl‘ il ((221?, — 12 +€> , Vi€ lal,j € [b], (10)

where C, C, a;,b; are as in Theorem .

Icorresponding to the case of “weights and attention” quantization and “weights-only” quantization in LLMs.



2) There exist a randomized encoder f : R"*% — [2"%%] and decoder g : [2"%f] x R"* — R2*?  such that for
any A € R"*% and B € R"*® with bounded entries we have

T > _ IAIZIBlIZ 1
E”A B_g(f(A)vB)||F< n 22R_1+6) ) (11)
Furthermore,
A2 a6 13 1 : .
E(Ci; —Cijy)” < p \pr—gte) vicldicll (12)

where C' = g(f(A), B).

Note that the term ||AT B||% does not appear at all in Theorem B, and whenever ||AT B||? > % the
error in Theorem B is significantly smaller than the error in Theorem [I.

To put Theorem B in context, we note that recent work in LLMs suggested to use random rotation of A and B
and then quantize each column of the rotated matrices using sub-optimal lattice quantizers [8], [6]. See more in
Section 0. In particular, a popular choice is to use the scalar quantizer, which is equivalent to quantizing to the
lattice Z" with a cubic shaping region. In practice, to apply the scalar quantizer on a vector a; € R", the common
approach in the DNN and LLM literature is to store ||a;||~, then normalize to a; = a;/||a;||c such that all entries
of @; are in [—1, 1], then use a R-bit scalar quantizer with dynamic range [—1, 1], and finally rescale the result by
llails- See, e.g. [B]. If the vector a; is uniform on \/nS™~! ( the sphere with radius /1), then for large n we
have that ||a;||. concentrates around v/2Inn. It follows that the expected squared quantization error this quantizer
attains per entry is (% In n) 272 Using this quantizer for matrix multiplication (after rotating each matrix by the
same random rotation) therefore results in

A a;l|2|b: |2 /2 2.228 4 21pp ) )
B(C, — Gy < LI (an) ((23)) vi € [al, € b (13)

Thus, replacing the scalar quantizer Z" with a high-dimensional pair of “good” nested lattices, as we do in the
proof of Theorem B saves a factor of % Inn in the expected squared error for moderate R.

The scheme used for proving Theorem B is based on using high-dimensional nested lattices with some asymptot-
ically optimal properties. Unfortunately, such lattices do not lend themselves to efficient implementation. Another
key contribution of this paper, described in Section M, is a simplified nested-lattice quantization scheme, that
is similar to the one used in the proof of Theorem B, but is based on low-dimensional nested lattices. For such
lattices, we provide a very fast implementation, whose efficiency does not depend on R. the simplified scheme
attains performance fairly close to theoretical estimates therein. We believe the resulting quantization-based matrix
multiplication scheme to be a good candidate for practical application in LLMs and other algorithms relying on
heavy matrix multiplication operations and tolerant to approximation errors.

Additional contributions of this work include the following:

o We study the inner product case a = b = 1, in full generality, assuming the entries of A are drawn iid from
distribution P, the entries of B are drawn iid from distribution (), and the rates R; and R, are not necessarily
equal. We derive several upper and lower bounds on the smallest attainable distortion in computing the inner
product, and prove some results on the structure of the optimal encoders and decoder.

o For the matrix multiplication case, when the entries of A and B are drawn iid from a distribution P with zero
mean and variance o2, we show that () continues to hold with T'(R) replaced by I'(R + D(P|N(0,0?)).

The proofs of the main results are briefly sketched in Section [EB. We proceed to motivation and review of the
literature.

A. Importance of quantization for modern applications

To set the stage for the problem, let us estimate what level of quantization (in bits / entry) would be relevant
for today’s main consumer of matrix multiplications: the large language models (LLMs). For those, quantization is
typically employed for accelerating inference. During inference LLM is busy computing many products AT B of
matrices with sizes d x a and d x b respectively. This requires 2abd FLOPs and ad + bd + ab entries to load/store
from memory. Ideally, we would want to quantize entries in such a way that all compute is fully utilized. For that
we need to know the ratio £ of available FLOPs to available memory bandwidth, a quantity known as “ops:bytes”
of a processor. It ranges from £ = 5...20 for modern CPUs (FP32 arithmetic via AVX512) to £ ~ 300 for the



fastest GPUs (FP16 on an H100). The quantization rate saturating compute should then be bounded (in bits/entry)
as

16 ab

§a+b+ %b .
It turns out that there are two stages of running inference with LLMs: the pre-fill (when the input prompt is
processed) and the generation (when response tokens are sequentially generated). During the pre-fill LLM we have
a =d and b = L (d is the so-called hidden dimension and L is the sequence length), while during the generation
we have a = L and b = 1 (the A matrix coming from KV-cache and B matrix being new token’s embedding).
Thus, to saturate the computation core, we need

16Ld 16L 16

&(d+2L)° Fgenerate = EL+1+LJd) "~ ¢

We can see that during generation phase, on CPUs we would want to approach 1-3 bits/entry, while on GPUs
we will not be able to ever saturate compute (that is, a decrease in quantization rate translates proportionally to
decrease in runtime). For the pre-fill phase, for large LLMs we get Rgenerae > 16 bit (that is, just storing plain FP16
is already good enough). Quantization is still important for “small” LLMs running on fast (H100-like) GPUS: for
example, for BERT [[1] we have L = 512, d = 768 and £ = 300 (for an H100), resulting in pre-fill phase requiring
quantization rate R ~ 11.7 bit/entry.

(14)

Rpre-ﬁll =

B. Sketch of the proof

This work started with the goal of trying to understand approximate matrix multiplication for two matrices A
and B which are random, with iid Gaussian entries N'(0,1). We started by trying to solve the case of a = b =1
(Sections I and [I), i.e. when AT B is simply an inner product of two iid Gaussian vectors.

Recall that the Gaussian distortion-rate function D(R) = 27 2%, e.g. [R, Section 26.1.2]. A simple argument
(Thm. B) shows that compressing A to A and B to B via rate-R optimal Gaussian vector quantizer achieves error

E[(A"B—ATB)?] < ¢(D(R)),  ¢(x):=2z— 2.

It turned out that the function ¢(D(R)) is monotonically decreasing but not convex. Thus, via time-sharing one
can achieve a lower convex envelope of ¢(D(R)), which turns out to be the I'(R) function defined in ().

We next proceed to lower bounds on distortion or, equivalently, to upper bounds on rate R required for the
existence of encoders f1, fo and decoder g satisfying

E[(g9(f1(A), f2(B)) — AT B)*| <nD (15)

A simple oracle bound (by revealing B to the decoder) shows that rate R cannot be smaller than the standard Shannon
rate-distortion function of A, see Theorem B. However, this bound leaves a wide gap with the achievability bound
given above. Next, by a standard data-processing argument (and observation that encoders for A and B can be
without loss of generality be taken identical) in Section =B we deduce that [3 requires rate

R > limsup — mf{I (4; A Zqﬁ ) < D}, (16)

n—oo

where A ~ N(0, I,,), infimum is over all R”-valued random variables A and {);} are the eigenvalues of Cov(A|A).
This reduces inner-product quantization to an optimization of a multi-letter mutual information. Notice that the
distortion constraint is no longer separable, and hence the standard single-letterization (e.g. [8, Theorem 24.8])
does not work and the limit on the right-hand side is not possible to evaluate. For the special case of Gaussian
distribution of entries of A we were able to single-letterize the expression on the right-hand side of (If), see
Theorem B, showing that left-hand side of (IB) evaluates to '~ (D). Putting both upper and lower bounds together,
we conclude that optimal compression rate for the iid Gaussian inner-product problem is thus given by I'"!(D),
see Theorem 0.

We next proceed to solving the matrix case. Luckily, it turns out that for Gaussian iid matrices, again, the optimal
compression for matrix multiplication of AT B is asymptotically achieved by compressing each column separately
via the use of optimal inner-product quantizers, see Theorems B and B.

Having solved the iid Gaussian case, we “derandomize” our constructions by following the work of [U]. Specifi-
cally, for the inner product problem, applying the same random orthogonal rotation to two arbitrary vectors we can



create vectors whose marginal distribution is uniform on the sphere, while their inner product is unchanged by the
random rotation. The important observation is that a high-dimensional vector that is uniform on the sphere is very
similar to an iid Gaussian vector (for example, in terms of joint distribution of small O(/n)-sized subsets). Thus,
after random rotation we may hope to achieve compression performance of iid Gaussian matrices. Indeed, using a
“good” nested lattice quantizer, in the sense of [U], we can obtain a reconstruction error that depends only on the
inner product between the vectors and their individual /5 norms, see Theorems [ and I2. Since the performance
bounds coincides with the lower bound for the iid Gaussian case, it turns out that the resulting quantizers are
optimal and generally cannot be improved (except in terms of finite-n dependence).
Together these steps complete proof of the main results quoted above.

C. Related work

Randomized linear algebra/sketching, and locality-sensitive hashing (LSH) are techniques widely used in practice,
to compute approximate inner products and approximate matrix multiplications, as well as other operations, in
reduced dimensions. The figure of merit in these fields is typically the tradeoff between the reduced dimension and
the approximation error. Since the dimension of the reduced matrix/vector is related to the number of bits required
for storing it, this body of work is relevant to our study. However, the tradeoff between the number of bits per
dimension and the total approximation error, and its dependence on the properties of A, B and A" B is often subtle.
Thus, there is no immediate translation between the required dimension of a sketch and the number of bits needed
for representing it for obtaining the required accuracy.

Many algorithms have been developed for randomized linear algebra, see [I0], [I1] for a survey, and in particular
for approximate matrix multiplication. A canonical example is the Monte-Carlo Matrix Multiplication (MCMM)
algorithm [I2] which randomly samples (the same) ¢ rows from A € R"*% and B € R"*® and estimates AT B as
the (scaled) matrix multiplication of the sub-sampled matrices. Thus, each matrix is represented by ac (respectively
bc real numbers), and the expected squared Frobenius norm of the approximation error is shown to scale like
O(||A||%||B||%/c). Similarly, LSH for cosine similarity or /5 distance also produce low-dimensional sketches of
u € R™ and v € R", from which the inner product of u ' v can be approximated. Specifically, in [I3] it is proposed
to project the two vectors using ¢ random projections (same random projections for both vectors) and only store the

sign of each projection. The Hamming distance between the obtained vectors is distributed as Binomial (c, @)

where? 0(u,v) = cos (m) such that the expected squared error in estimating 6(u,v) is O(1/c). In [I4] it
is proposed to estimate || — v|| (which is equivalent to estimating u ' v for u and v on the sphere) by computing
Gaussian linear combinations of each of them, and using a (dithered) scalar quantizer for quantizing each of
the entries of the linear combinations. Specifically, for a vector G € R™, with iid A (0, 1) entries, we have that
G (u—v) ~N(0,||u—v||?), and therefore the probability that GTu and G " v are quantized (after dithering) to
the same value is a monotone function of |ju — v||.

All the schemes mentioned above, as well as many other sketching/LSH schemes suffer from the same short-

. . . ATB—AT B|? . 2 |B|2 . .
coming: their relative error Ela B4 Bk scales like O (l%) and typically these schemes are applied

) H;\TBH% c [[ATB[%
with constant c¢. When % = (1), these schemes perform remarkably well, despite the fact that ¢ does
" 2 2
not grow with n. However, when % = w(1), as is the case for random iid matrices, their relative error
F

is very high. A notable exception is the algorithm proposed by Pagh in [[3], which represents each matrix using
n-min{m, a} (respectively n-min{m, b}) real numbers, and produces an unbiased estimator for A" B with expected

— 2 -
error of E ((ATB)M — (ATB)M) =0 (%) , for all 4, j, and does so with runtime proportional to n2+nm

m
(ignoring logarithmic factors). When the product A" B is known to be highly sparse, this allows to estimate the
sparsity pattern with m proportional to the number of nonzero entries.

The topic of matrix quantization has received much attention in the last decade in the context of DNNs and
LLMs. The goal here is to reduce the memory footprint of the weight matrices, allowing to load them to the
main memory using less 10s, as well as speed up the multiplications and additions operations by moving from
floating point numbers to small integers (and when possible, also sparsifying the matrices, saving some operations
altogether). Roughly speaking, one can distinguish between two paradigms: quantization-aware training, where the
training procedure is designed to output weight matrices with “cheap” representation [[I[6], [[Z], and post-training

2In this paper, whenever the type of the norm || - || is not specified, it is the Euclidean (£2) norm.



quantization, where the training procedure is performed in high precision, and quantization of the weights is only
performed after training has terminated (perhaps with some fine tuning afterwards) [I8], [T9], [20], [2T], [22], [23],
[8]. In order to further speed up matrix multiplication, some works also develop quantizers for the activations [IY],
[21], [22], [23], while other works assume the activations are kept in high precision [IR], [§]. Quantization for
DNNs and LLMs are typically evaluated according to the end-to-end performance of the quantized architecture,
but often the Frobenius norm of the approximation error is considered as the intermediate optimization criterion
for quantizing the weights at each layer [I6], [24]. Some works rely on specific empirical observations on the
distribution of weights and activations in LLMs. For example [20], [2T], [22] exploit the fact that a small subset of
entries in the activations have significantly larger magnitude than the majority of entries. Most notably, in [Z3] it is
observed that for large LLMs, quantizing all weights to {—1,0,1} and the activations to 8 bits, hardly affects the
overall performance. Among the work described above, the algorithm from [B] is closest to the scheme we use in
the proof of our Theorem [ and Theorem B, as well as the practical adaptation of the scheme used in those proofs,
which is described in Section V1. The work [S] develops an algorithm for quantizing the weight matrices (keeping
the activations in high precision) that is based on random rotation using the randomized Hadamard transform (that
can be performed in time n log n) and then using the Ejg lattice for quantizing the rotated matrix. The mapping from
lattice points to bits that was used in [5] required access to a lookup table, and was tailor-designed for R = 2, while
using different rates requires to further use successive refinement. While our practical scheme in Section M also
uses product-lattice quantization, we use a nested lattice quantizer, which results in a simple mapping from lattice
points to bits, regardless of R. Furthermore, we quantize both matrices to be multiplied. In addition to reducing
the limitations incurred by the memory bandwidth, an additional benefit of quantizing both matrices, is that one
can replace the decoder with a lookup table, as in [25], [26], [27], [2R], resulting in very fast decoding in CPUs.
Furthermore, our quantizers are universal - that is, they do not depend on the distribution of the entries in the
matrices to be multiplied, and the approximation error depends only on the Frobenius norms of these matrices. The
quantizer design procedure in [8], on the other hand, utilizes the empirical distribution of the activations to some
extent. Following [B], the QuaRot [A] scheme also uses randomized Hadamard transform prior to quantization,
followed by 4-bit scalar quantization of each entry in both rotated matrices. Our implementation in Section M
quantizes the entries of the rotated matrices using nested-lattice codes, which come much closer to the optimal
rate-distortion tradeoff than scalar quantizers, with essentially the same complexity (provided that the base lattice
has an efficient nearest-neighbor decoder, as is the case for essentially all “good” lattices in dimensions 2, 3,4 and
8).

To the best of our knowledge, there was very little work on distributed compression for inner product/matrix
multiplication in the information theory literature. Recently, Malak [’9] studied the problem of lossless distributed
compression of binary random matrices for computing their product, and derived non-trivial bounds under stringent
assumptions on the joint distribution. Some prior work considered the problem of distributed compression of random
vectors with the goal of approximately computing a linear function of those vectors [BU], [BT]. In those works,
the goal was to estimate, say, the difference between the two vectors in R™, which is itself a vector in R™. While
the inner product of these vectors, which is a scalar in R, can be computed from their difference (assuming their
individual norms were encoded in high resolution), it seems, a-priory, that distributed compression for inner-product
computation is an easier task. Our results show that this is, in fact, hardly the case. Another line of related work
in the information theory literature, is that of Ingber et al. [32] that considered the fundamental limits of lossy
compression of a database in order to support approximate nearest neighbor search (see also [33] for a practical
implementation). We note in passing that much recent work focused on coding for speeding up distributed matrix
multiplication by introducing redundancy for mitigating the effect of “slow workers” (stragglers), see, e.g., [34].
This line of work is not directly related to approximate matrix multiplication via compression, studied in this paper.

Finally, one may wonder if approximating matrix product in mean squared error (MSE) metric is the right
distortion metric. Indeed, it was shown in [B3] that if the high-dimensional vectors to be compressed are probability
distributions and the metric is KL divergence (reasonable assumptions for attention matrices in LLMs), the optimal
quantization algorithms become quite different from the MSE ones. We leave these extensions for future work.

To summarize, the main innovations of this work with respect to prior work are:

a. Our work provides, for the first time, the fundamental limits of quantization for matrix multiplication. We derive a
non-asymptotic lower bound on the error of any quantization algorithm for the case of Gaussian iid matrices, and
develop a “robust” quantization algorithm (that makes no assumptions on the matrices A, B) that asymptotically
attains it. This gives a useful benchmark for evaluating the performance of any robust quantization algorithm.



b. Our lower and upper bounds give a theoretic justification for the widely used idea of applying the same random
rotation to both matrices A and B prior to quantization. In particular, the schemes used in the proofs of Theorem [
and Theorem B are based on random rotation followed by quantizers based on “good” high-dimensional nested
lattices. The scheme from the Proof of Theorem B improves upon the QuaRot scheme [6] by employing “good”
lattices instead of Z™ (scalar quantizer), which leads to a multiplicative reduction by of factor O(logn) in the
resulting distortion, see (3).

c. Motivated by the large gap between the performance of the scheme from Theorem B and that of a similar scheme
that uses scalar quantizers, in Section M we describe a family of nested lattice quantization schemes that on
the one hand admit very fast implementation, and on the other hand attain performance that comes close to the
that of Theorem B (which is nearly optimal for Gaussian iid matrices). Our scheme is based on using a lattice
A in relatively small dimension for both quantization and “shaping”.® We describe quantizers with a very fast
implementation for any R > 0, which only require access to a fast nearest neighbor decoder for the lattice A (for
many important lattices, e.g., the D,, and A,, family, Fj, etc., fast nearest neighbor decoders are known). While
for weights-only quantization the work [8] already proposed using random rotation followed by quantization
using the Eg lattice, the shaping mechanism used in [8] is based on using a lookup table, which limits the R it
can work with,* and is also less efficient on a GPU. Our proposed shaping mechanism is much faster, regardless
of the quantization rate R. Furthermore, we propose in Section I a mechanism for controlling overload, which
plays an important role in coming close to the performance of optimal high-dimensional nested lattices using
simple low-dimensional lattices instead.

D. Paper organization

We begin our study with the special case where a = b = 1, so that matrix multiplication becomes an inner
product. The reason is twofold: First, it is easier to gain intuition for this problem, and all techniques for proving
converse (impossibility) results for the inner product case, easily extend to the matrix multiplication case. The second
reason is that our achievability results are based on compression of each column of A separately and compression
of each column of B separately, and estimating each inner product forming C;; = (ATB)Z-J =a; b; separately. In
Section O we formally define the compression for inner product computation problem, identify the structure of the
optimal decoder, and give simple expressions on the attained distortion as a function of the encoders f; and f5, as
well as a simple lower bound on the distortion in terms of the “standard” distortion-rate function. In Section [
we restrict attention to the symmetric case where the two vectors have the same distribution, and both encoders
have the same rate. We prove lower and upper bounds on the smallest attainable distortion in this case, which
coincide in the Gaussian case. In Section IM we generalize the inner-product results for matrix multiplication AT B
of A € R"*® and B € R"*?, for general a and b. Building on the bounds developed for the inner-product case of
a = b =1, we prove lower and upper bound on the smallest expected squared Frobenius norm of the error. In the
special case where all entries in both matrices are iid Gaussian, the lower bound results in Theorem . In Section M
we develop a quantization scheme, based on randomly rotating both A and B by the same rotation matrix, and
then using nested-lattice quantizers for separately quantizing each column of the rotated matrices, for qunatization
of arbitrary matrices A € R"*® and B € R"**. The expected squared Frobenius norm of the approximation
error attained by this scheme is upper bounded in Theorem M. The upper bound depends on A and B only through
Al 7, | Bl |AT B||F, and meets the lower bound from Theorem 2 for the case where A and B have Gaussian iid

entries. The estimation of AT B formed by the scheme used in the proof of Theorem [ is biased. We also introduce

in Section M a very simple variation of the same scheme, that results in an unbiased estimator for AT B, whose
expected squared Frobenius norm error is upper bounded in Theorem B, in terms of only ||A| r, ||B| r. Finally,
in Section Ml we introduce a practical implementation of the quantization scheme from Theorem B for matrix
multiplication of arbitrary matrices. In these scheme, we describe several compromises in the choice of lattices
used for quantization, as well as in the rotation matrix used for rotating both A and B. With these compromises
the quantization scheme and the decoder become extremely simple and fast. Some numerical evidence show that,
nevertheless, the resulting approximation error is quite close to the lower bound from Theorem D.

3A lattice has an infinite number of points. In order to use lattice quantizers as a mean of converting vectors in R% to dR bits, one must
choose a set of 2¢% points of the lattice which are the codewords in the quantization codebook. The operation of selecting those points is called
shaping.

“4For large R, [S] proposes to reuse the codebook for small R via a successive refinement procedure. This adds further delays to the quantization
process.



E. Notation

For = > 0 we denote by log(x) the logarithm of x taken to base 2, and by In(z) the natural logarithm. We denote
the Euclidean (¢) norm of a vector € R™ by ||z|| = /D" ; 27 and its ¢; norm by ||z|; = D", |2;|. For a matrix

2

A € R™™ the Frobenius norm is [|Allp = /3072, 227, A7 = \/trace(AT A). The multiset of eigenvalues of a
square matrix A € R"*" is denote by eig(A) = (A1,...,A,). For y > 1 we denote [y] = {1,...,|y]}.

II. COMPRESSION FOR INNER-PRODUCT COMPUTATION: GENERAL PROBLEM SETUP AND SIMPLE BOUNDS

Let P and @ be distributions on R with unit variance, and let U ~ P®™ and V' ~ Q®" be statistically independent.
We consider the problem of quantizing U and V in order to compute their inner product U " V. In particular, an
(n, R1, R, D) code consists of mappings

fi:RY — 27 (17)
f i R™ = 277 (18)
g: 2" x 2] 5 R, (19)
with
D=D" = LE(UTV - 4((V), H(V))*. 0)
We define

D¥*(Ry,Ry) = DIP*(Ry1, Ry, P,Q) = inf {D : 3(n, Ry, Ry, D) — code} . 1)

We further define the asymptotic function
D' (R, Ry) = D'(Ry, Ry, P,Q) = 1im_> sup D (Ry, Ry). (22)

=00

Note that the assumption that P and () have umt variance is w1th0ut loss of generality. To see this, assume that
U ~ P®" and V ~ Q®", such that Var[U] = 62 and Var[V] = 02, and we would like to quantlze U and V in
order to estimate U ' V. To that end we may define the unit-variance random variables U = U—l and V = ¥ with
corresponding distributions P and @, compress them using f1(U) and f2(V'), and estimate the inner product as

UTV = o105 g(f1(U), f2(V)), (23)
where f1, f2, g attain DIF*(Ry, Ry) for P and Q. This scheme will achieve
—_— 2
E <0Tf/ - UTV) = 0202 - E(UTV = g(f1(U), (V)" = 020% - DIP*(Ry, Ry). (24)
This must be optimal, since otherwise we could have attained a smaller distortion for P and () by first scaling U

and V by o1 and oo, respectively, feeding them to the better inner product quantization system, and scaling the
1

Some of our bounds will rely on the distortion-rate function of a source on R under quadratic distortion. An
(n, R, D) code for a source U ~ P®" consists of an encoder f : R™ — [2"%] and a decoder g : [2"#] — R" with
D = LE|U — g(f(U))||>. We denote by D},(R) = D;(R,P) the smallest distortion attained by any (n, R, D)
code, and we denote the distortion-rate function by [§]

R * _ ; 2
Dp(R) = nlirgo D} (R, P) = Py;U:?(lflJI;lY)SR]E(U Y)“. (25)

It is also well-know [R], that D} (R, P) > Dp(R) for any n > 1.
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A. Optimal Decoder and Error Expressions

In the following, we assume f; and f; are fixed. We denote Wy = f1(U) and Wy = fo(V). Let U = E[U|Wy]
and V = E[V|Wy].

Proposition 1: The optimal choice for g is g*(Wy, Wy) = UTV.
Proof. The minimum mean squared estimator (MMSE) of a random variable X from another random variable Y
is X = E[X|Y]. Thus,

g Wy, Wy) = E[UTV|Wy, Wy] = E[UT [WYE[VIWy] =TTV, (26)

where the second equality follows since (U, Wy ) L (V, Wy ). m

Letey =U—U and 2., = E[(U—U)(U—U)T). Similarly, let ey = V —V and %, = E[(V - V)(V =V)T].
Recall that by the orthogonality principle[36, Chapter 4.2], it holds that E[U/ er] = 0 and E[Vea] =0.

Proposition 2: For the optimal decoder, we have that

1
E(U'V - g*(Wy, WV))2 = [trace(Be,, ) + trace(X,,, ) — trace(Ze, Xey, )] (27)
Proof. We have
. . N2
D¥ —E ((U+eU)T(V+eV) _UTv) (28)
. . 2
=E (UTeV +VTey + egev> (29)
. 2 . 2
=K (UTev) +E (VTeU) +E (eEeV)Q y (30)

where the last transition is due to the orthogonality principle and the statistical independence of U and V. We have
that

E (UTeV)z = trace [IE[UUTeVe\T/]] = trace [E[UUT]ZeV] (1)
Recalling that E[Tj U T]=1-%,,, again, by the orthogonality principle, we obtain
E (UTev)2 = trace [(I — ¢, ) e, | = trace(Xe,, ) — trace(Te, Xey, ), (32)
Similarly,
E (VTeU) ’ = trace(X,, ) — trace(Ze, ey, )- (33)
Finally,
E (egev)2 = trace [Elepefievey]] = trace(Ze, Ze, ). (34)
]

B. Simple Lower Bounds

We show that computing the inner product with mean squared error (MSE) of nD is necessarily harder than
compressing each of the random vectors U and V' with ¢ norm of nD. Note that in the inner product quantization
problem we are only interested in a single scalar in R while in the standard problem of quantizing a random vector
we are interested in a vector in R™. Yet, the former problem is at least as hard as the latter.

Theorem 4: For any n > 1

Dy (Ry, Ry, P,Q) > max {Dp(R1), Dg(Rs)}, 53
and in particular

D"™(Ry, Ry, P,Q) > max {Dp(Ry), Dg(R2)} . (36)
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Proof. From Proposition @ we have that for any f; : R™ — [2"F1] and f, : R® — [27f2]

E(U'V - g*(Wy, VVV))2 = % [trace(Xe, ) + trace(X., ) — trace(Xe, Xey, )] (37)
= % [trace(EeU) + E(UTev)Q} (38)
> %trace(ZeU) (39
> Dy (Ry, P), (40

where (BR) follows from (B2), and the last inequality follows since W, is an encoding of U with 2" codewords,
which must incur distortion at least DX (R;, P) by definition. Note that the inequality (Bd) holds with equality in
the “single-sided” case where only U is quantized while V =V, so that ey = 0. The bound D (Ry,R2, P,Q) >
D> (R, Q) follows similarly. Our statement now follows since D} (R1, P) > Dp(R1) and D} (R2,Q) > Dg(Rs)
foranyn>1. m

III. COMPRESSION FOR INNER-PRODUCT COMPUTATION: THE SYMMETRIC CASE

In this section we assume P = ), Ry = Ry = R, and define DI¥"*(R, P) = D} (R, R, P, P), and D'""*(R, P) =
D™*(R, R, P, P). We first develop a simple upper bound based on using the same encoder for both vectors (that
is f = f1 = f2), that time-shares between a “good” encoder for P under quadratic distortion, and a zero-rate
encoder. We then develop a lower bound on the distortion of inner-product compression, which shows that for the
symmetric case, using the same encoder f = f; = fs for both U and V is optimal, and depends on the spectrum
of the covariance matrix of ey = U —E[U|f(U)]. We then give some constraints on the error spectrum that can be
attained by a rate R encoder. Using this characterization we obtain a general lower on D'¥*(R, P) which meets
the upper bound when P is the Gaussian distribution.

A. Upper Bound
Define the function

é(x) = 2z — 2°. (41)

and note that = + ¢(z) is increasing and concave on [0, 1]. We give a time-sharing upper bound on D'**(R, P)
in terms of ¢(Dp(R)).

Theorem 5:
D (R, P) < i (1= o) +a-0 (D (1)) @)
Proof. We will prove that
Dy*(R,P)<  min (1-a)+a-¢ (D;:n (R, P)) 43)
a€d{0,1,...,n} e}

from which the statement immediately follows. Let o € % {0,1,...,n}, and consider a compressor for P®%" under

quadratic distortion: f : R®" — [2nF = 9] and ¢ : [2nF = 27@%] — RO", that attains

1 5 1
D= —E|U —U*"||2 = — trace(Zeyan ) (44)
an an

We encode U by applying f on U*" and do not describe the other coordinates. The resulting covariance error
matrix is therefore block diagonal of the form

_ Eeuan 0
Yep = 0 J. (45)
Consequently,
trace(Xe, ) = trace(Xe,a, ) + trace(I(1—_q),) = naD +n(l — ) (46)

trace(Se, Sey ) = trace(Seya, Sepa,) + trace(In—ayn) = [|Seya, |7+ n(l — ). 47)
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Recall that for a positive semi-definite matrix A € R™*™ it holds that || A% > L (trace(A4))2. This follows since
the vector A = eig(A) has non-negative entries, so that trace(A) = |||, and therefore [|A[|% = [|A[3 > L[\ =
L (trace(A))?. Thus,
1
[Zepa, I > —(trace(Seya,))? = anD?, (48)
an
and, by (&1), we have
trace(Xey, Ve, ) > naD? +n(1 — a). (49)

We use the same encoder also for encoding V/, such that >, = X
UTV. Applying Proposition B, we obtain

ey » and use the optimal decoder g* for estimating

DIP — % [trace(De,, ) + trace(Xe, ) — trace(Se, Xey, )] (50)
1

= [2trace(Se, ) — | Zey 7] oD

<(1-a)+a-(2D - D?) 2

= (1 - o) +ag(D). oY

Taking the compressor f that attains D}, (g, P), we obtain the claimed result. m

B. Lower Bound
Lemma 1: For the symmetric case there is no loss of optimality in taking f1 = fo = f, and

1
D" (R, P) = —int (21 = M) mfZas (54)

where the infimum runs over all encoders f : R™ — [2"%], and
() = cig (T, ) (55)

where ef, = U — E[U|f(U)), L = Elef el 7).
Proof. By Proposition @, we have that for any two encoders f; : R — [27%] and fo : R® — [2"%], when the
optimal decoder is used, it holds that

1
DP _ = [trace(Eefl) + trace(X s, ) — trace(X _n ¥ s )} (56)
n U v U v
1
== [trace(Eefl) + trace(X s, ) — trace(X 1 X _r )] ) (57)
n U 9] U U

where the last equality follows since P = (), and therefore U and V have the same distribution. By the Cauchy-
Schwartz inequality,

trace (Ee,[f]l EJ}) = ; ; 26{]1 (Z,J)Ee.lf]z (7,9) (58)
S 22221‘1 (iuj)ZZZsz (]71) (59)

i=1 j=1 i=1 j=1
= 1Zen el s e (60)

Note that the upper bound above is tight if X eft is a scaled version of X el (recall that X of = = X7, since this is a

covariance matrix), and in particular, this holds if fi = fo = f. Recall that for a positive sem1 deﬁmte symmetric
matrix A € R™ with eigenvalues a = eig(A) = (aq,...,ay) it holds that

trace(A) = Zai = || (61)
i=1

1AlF = | > a? = llall2. (62)
i=1
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Thus, combining (842) and (&), we obtain

1
D = ~ [ + [IA )L = IAFD N2 - IAF2)la] (63)
with equality if f1 = fo. Set 21 = ||A(f1)|l1, 22 = [|A(f1)]l2, y1 = [|A(f2)]]1 and y2 = ||A(f2)]|2. With this notation,
we have
nD™ > 21 +y; — oys (64)
1 1 1
= 5(23@1 —a3) + 5(2?/1 —y3) + 5(372 —y2)? (65)
1 1
= 5 (20 —ad) + 5 (20 — 1)) (66)
> min {2x1 - x%, 2y — y%} (67)
> wjn 21011 = IA)IB] 69)

all inequalities are attained with equality if f; = fo = f*, where f* is a minimizer of (BY). m
The following Shannon-lower-bound-type lemma constrains the eigenvalues of an MSE matrix for estimating U
from a 2"F-level quantizer f : R™ — [27F].
Lemma 2: Assume (without loss of generality) that the distribution P has unit variance. Let f : R™ — [2"%] be
a 2" _Jevel quantizer, and define A(f) = (A1,...,A,) € [0,1]" as in (89). Then
Il L <k pepn, ). (©9)
n 2 N T ’
Proof. We may assume without loss of generality that h(P) > —oo, as otherwise D(P|IN(0,1)) = oo and the
statement trivially holds. Let eé =U-E[U|f(U)], Ze{] = E[eéeé’T]. Since the Gaussian distribution maximizes
differential entropy under second moment constraints, we have that

n

1 11
rUIf(U)) < 3 log det ((27T6)Ee5) =n: ; 5 log(2me;). (70)
Consequently,
nR > 1(U; f(U)) = h(U) = h(UIFU)) = h(U) —n- = 3 Slog(2men;) 1)
n = 2
11
= h(N®"(0,1)) —n - - ; 5 log(2me;) + h(P®™) — h(N®™(0,1)) (72)
—n 1znj110 L pepinvo, 1) (73)
n P 2 S /\2 ’ ’

which yields the claimed result. m
Theorem 6: Assume (without loss of generality) that the distribution P has unit variance. Then,

D'P*(R, P) = T (R+ D(P|IN(0,1))), (74)

where I'(R) is defined in ().
Proof. Let f : R" — [2"%] be a 2"-level quantizer, and define A(f) = (A1,...,A,) € [0,1]" as in (83). Denote
by K = Ky the uniform distribution over (the multiset) A\(f). By Lemma [, we have that

DP*(R.P) = il Ex i, 6(N) = inf Ex, 0 (270 (72

where Ryr(A) = 1 log 1. Denote I't (R) = ¢(272%). In Appendix B we show that
convex envelope of I'; (R) = T'(R). (76)
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It therefore follows that

DI (R, P) = inf Exvr, T1(Ba(N)) (77)
> ianEANKf (Rar(N)) (78)
> 1an (E)\NKfRN )) (79)
> F (R+ D(P|N(0,1))), (80)
where we have used Lemma B in the last inequality. m
C. The Symmetric Gaussian case
Combining Theorem B and Theorem B, we obtain a complete characterization for the Gaussian case.
Theorem 7:
1-(1-¢(272) £ R< R
(R ) =T = LT ) . 1)
d(2721) R > R*

Proof. The upper bound follows from applying Theorem B with & = min{R/R*, 1}, and recalling that D 1)(R) =
272F_The lower bound follows directly from Theorem B. m

IV. COMPRESSION FOR MATRIX MULTIPLICATION
A. Setup

Let A € R™%® be a matrix whose entries are drawn iid from the distribution P and B € R™*? be a matrix,
statistically independent of A, whose entries are drawn iid from the distribution ). We assume both P and @) are
distributions with unit-variance. We consider the problem of quantizing A and B in order to compute their matrix
multiplication AT B. In particular, an (n,a,b, Ry, Ry, D) code consists of mappings

fiRXe [2""’R1] (82)
fa : RXb 5 [2n0R2) (83)
gt [2m ] x [270F2) o RO, (84)
with
D=D" = L _E|ATB— 4(1i(A), (B)I} (85)
We define
DY (Ry, Ry) = Doyt (Ry, Ry, P,Q) = inf {D : 3(n,a,b, Ry, Ry, D) — code} . (86)

We further define the asymptotic function

w (R1, Ry) = DY (Ry, Ro, P,Q) = limsup D}, , ,(R1, Ra), (87)

n—oo

B. Basic Properties and Bounds
Denote W4 = fl( ) and Wg = fa(B) anAdAfurther denote A = E[A|W,] and B = E[B|Wg]. Define ¥4 =
E[(A - A)(A A) ] € R**™ and M4 = E[AAT] € R**". Similarly, Y5 = E[(B — B)(B — B)"] € R**" and
Mp = IE[BBT] € R™*". As in the scalar case, we still have the identities:
Yo+ My=al, (88)
The next theorem generalizes the basic bounds we derived above for the inner product case, to the matrix multi-

plication case. The proofs are similar to the statements above, and are therefore omitted.
Theorem 8: The following hold:
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1) For fixed f1, fa, the optimal choice for g is g*(Wa, Wg) = AT B, and the distortion is given by

DMM _ B [trace(S 4 Mp) + trace(SpMa) + trace(X4Xp))
n-a-
_ Ll trace(X4) + 1trauce(E ) — L trace(X4Xp)
nla A B ah A=)

2) The oracle lower bound (taking B=Bor A= A) gives

1
DMM > max{
n

1
trace X4, traceZB}7
a n-b

and consequently for any n > 1

DXM*(Ry, Ry, P,Q) > max {Dp(R1), Dg(R2)},

n,a,b

and in particular
DMM(Ry, Ry, P,Q) > max {Dp(R1), Do(R2)} .

3) For the symmetric case, where Ry = Ry = R and P = (), we have
R
MM < mi _ .
D (R, P) < 02221(1 a)+a-¢ (Dp <a>>

This is asymptotically attained by quantizing only the first an coordinates of each column of A and each
column of B
4) For the symmetric case, where Ry = Ry, = R and P = @, for any n > 1 we have

D (. P) 2 % win {int [2IACE ) A IE] i 21N~ AGIE]

1| RS
= —min {l?wai(fa)) ,l;lewi(fb))} , (90)
¢ =1 b i=1
where the infima runs over all encoders f, : R"*@ — [2naff] f, . Rnxb 5 [270F] and
1 1
)\(fa) = eig (Ee£a> , /\(fb) = eig (bzeg,) (C2))]

where el = A~ E[A|fu(A)], 8.5 = Elef "], and ey = B~ E[B|fy(B)]. £ 5 = Elefrey”].

C. Maximum Entropy Matrices

The fact that the Gaussian distribution maximizes the differential entropy of a vector, under second moment
constraints, played a pivotal role in the derivation of our bounds for inner product quantization. For matrix
multiplication quantization, the following lemma will play a similar role.

Lemma 3: Let M € R"*% be a random matrix with E[M] = 0, and E[]M M "] = X. Then

n

a 1 1
h(M) > 3 log det (27rea2) =a- ; 5 log(2me), (92)
where )\ = eig (%E), and this is attained with equality if the columns of M are independent N (0, éE) random
vectors.
Proof. Write M = [mq|ms|- - - |mg], where my, ..., m, are zero-mean random vectors in R™. Denote the marginal
distribution of m; by P;. Let X; = E[m;m, ], and recall that

S=EMM'] = ZEmz ZE (93)

We further have that

=
=

- 1
:h(ml,...,ma)<Zh(mi)<a'h<azpi), (94)
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where we have used sub-additivity and concavity of differential entropy in the inequalities above. Noting that the

. . . . . . 1 a . 1 a 1
covariance matrix corresponding to the distribution = > " | Py is = > " | ¥; = =X, we have

1 1
h(M)<a-h </\/ (o, 2)) = glog det (27762) . (95)
a a
All inequalities are attained with equality when m; “5 A” (0,2%), fori=1,...,a. m

This immediately gives the following generalization of Lemma O
Lemma 4: Assume (without loss of generality) that the distribution P has unit variance. Let f, : R"*® — [27¢F]
be a 2"%Flevel quantizer, and define A(f,) = (A1,...,A,) € [0,1]" as in (20). Then

1g~1, 1
— —log— < D(P 1)).
n;2 0g 3~ < R+ D(PIN(0,1)) (96)

Proof. Without loss of generality, we may assume h(P) > —oo, as otherwise D(P||N(0,1)) = oo and the statement
is trivial. Let ef;“ =A-E[A|fa(A)], B . = ]E[ef;“ eA"’T]. By Lemma B, we have that
A

BAIfa(4)) < § logdet ((gﬁe)ize£a> ~ na- % ; % log(2me)s). ©7)
Consequently,
naR > T(A; fa(A)) = h(A) ~ h(AIfu(4)) > h(A) ~na- 3" log(2med) (98)
i=1
11
= h(N®"%(0,1)) — na - - ; 5 log(2medi) + h(P%"%) — h(N'®"(0,1)) (99)
11 1
= na ﬁlz:;ilog/\—i — D(P|N(0,1)) |, (100)

which yields the claimed result. m

D. Fundamental Limits

Using Theorem B and Lemma B, we prove the following result for the symmetric matrix multiplication case.
Theorem 9: Assume (without loss of generality) that the distribution P has unit variance and finite differential
entropy. Then, for any n > 1

DM*(R, P) > T (R+ D(P|IN(0,1))), (101)

n,a,b

where I'(R) is defined in ().
Proof. Let f, : R"*% — [2"%%] be a 2"?E.level quantizer, and define A(f,) = (A1,...,\,) € [0,1]" as in (E).
Denote by K = K, the uniform distribution over (the multiset) A(f,), and Rxr(A) = 5 log §, as in the proof of

-2
Theorem B, we have that
Exvr,, ¢(N) = Exary, & (2*QRN<A>) : (102)

Recalling from the proof of Theorem B that the I'y (R) = ¢(272%) > T'(R) and the function R — I'(R) is convex
and non-increasing, it follows that

Exex,, ¢ (2—2RN<*>) > Erwr, T (R (M) (103)
>T (Ex~r, Ry(N) (104)
> T (R+ D(P|IN(0, 1)), (105)

where we have used Lemma B in the last inequality. Thus,

% Z O(Xi(fa)) = Exnry, ¢ (A) 2 T'(R+ D(P|N(0,1))). (106)
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Similarly, for any f, : R»*b — [Q”bR] we have

1 n
=~ ¢(i(f) = Eanrc, #(3) = T (R+ D(P|N(0,1))) . (107)
i=1
Thus, by (B0) in Theorem B, for any n > 1
1 « 1 &
D), (R, P) > min {n}in 22 ei(fa)) min = > ¢(Ai(fb)>} (108)
@ = b=
> T (R+ D(PN(0,1)), (109)

as claimed. m
Proof of Theorem 2. Part 1 follows immediately from Theorem B. Part 2 follows from part 2 of Theorem B, and
recalling that Do 1)(R) =272 m

E. The Symmetric Gaussian case

Combining Theorem B and Theorem B, we obtain a complete characterization for the Gaussian case.
Theorem 10:

DY (R,N(0,1)) =T'(R). (110)

Proof. The upper bound follows applying Part B of Theorem B with @ = min{R/R* 1}, and recalling that
D(0,1)(R) = 2727, The lower bound follows directly from Theorem B. m

V. LATTICE QUANTIZATION SCHEME FOR MATRIX MULTIPLICATION OF ARBITRARY MATRICES

Our theoretical analysis in Sections I -IM assumed the entries in the vectors/matrices to be multiplied are drawn
iid from some known distribution. In this section, we drop this assumption, and, building on the observations from
the analysis above, develop a robust scheme for compression for matrix multiplication. Our scheme is designed
to attain the optimal distortion in the case where A and B have iid Gaussian entries, but the error it attains for
arbitrary matrices can also be upper bounded.

We first develop encoders fi, fo : R® — [2"F] and a decoder g : [2"f] x [2"f] — R for estimating the inner
product of U,V € /nS"~! where S"~! = {z € R" : |z| =1} is the unit sphere. We then show how these
encoders and decoder can be leveraged for compression for matrix multiplication. Let O,,(R) be the orthogonal
group, consisting of all orthonormal matrices in R™*", It will be useful to analyze the performance of fi, fa, g
with respect to the following distribution on U, V.

Definition 1 (p-correlated spherically uniform random vectors): Let S = [S1]S2|- - - |Sy,] ~ Uniform(O,(R)) be
a random matrix uniformly distributed over the group of orthogonal matrices in R™*"™ (that is, S is drawn from
the Haar measure on O, (R)). We say that the random vectors U € R™ and V' € R™ are p-correlated spherically
uniform random vectors if U = 1/nS1, Z = 4/nSs and

V=pU+1-p2Z. (111)
Theorem 11: For any £ > 0 and sufficiently large n
1) There exist encoders fi, f2 : R® — [2"F] and a decoder g : [2"%] x [2"F] — R, such that if U,V are
p-correlated spherically uniform
E(UTV = g(f1(U), f2(V))? < n(L(R) = T*(R) + ¢) + p°n*(I*(R) + ¢), (112)

for every 0 < p < 1, where I'(R) is defined in ().
2) There exists an encoder f : R™ — [2"f] and a decoder g : [2"%] x R" — R, such that if U,V are p-correlated
spherically uniform

EUTV —g(f(U),V)? <n(2728 — 2728 L o) 4 p2n2(27%F 4 ¢), (113)
for every 0 < p < 1.

The proof of Theorem [ is based on the nested lattice coding scheme described in Subsection V=ATl, and its
performance analysis in Subsection V=A7Z and Subsection V=B. A simple variation of the scheme described in
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Subsection V=ATl, with essentially the same (though much simplified) performance analysis gives the following
result.
Theorem 12: For any € > 0 and sufficiently large n
1) There exist encoders fi, fo : R® — [2"F] and a decoder g : [2"F] x [2"%] — R, such that if U,V are
p-correlated spherically uniform

.92R _
E(U'V —g(f1(U), f2(V))? <n @21_1; +e) (114)

for every 0 < p < 1.
2) There exists an encoder f : R™ — [2"f] and a decoder g : [2"F] x R™ — R, such that if U, V are p-correlated
spherically uniform

EUTV —g(f(U), V)2 <n (22;_1 + 5) (115)

for every 0 < p < 1.

With these two theorems, can now easily prove Theorem 0 and Theorem B.

Proof of Theorem 0 and of Theorem B. We only prove part 1 of the two theorems. The proofs for part 2 are
nearly identical, and we highlight the required modifications in the end of the proof.

Let f1, f2, g be the encoders and decoder from either Theorem [ or Theorem M. Based on those f1, f2, g, we
propose the following rate-R quantization scheme for quantization of matrices A € R"* and B € R™*® in order
to estimate C' = A" B:

1) Quantize the numbers ||a1]|,. .., ||aq|| (respectively ||b1]], ..., ||by||) in very high resolution so that we can can

ignore their quantization error in the analysis that follows. In particular, we assume the quantized values satisfy
Haz|| € (1+n=3)|a, Hb | € (Lx£n=3)|b;| foralli=1,...,a, j=1,...,b. Those are just a (respectively
b) numbers, so the cost of this description is negligible next to the naR (respectively, nbR) bits budget;3

2) Draw S ~ Uniform(O,(IR)) at both encoders (using common randomness), and compute A=lay] - |ag) =
SA, and B = [by]---|bp] = SB;
3) Let
a; a; .
U, =vn =.nS , i=1,...,a (116)
|| z'|| il
b
=vnS—, j=1,...,b (117)
||b | 16511
Apply f1 :R™ = 2% on U;, for i = 1,...,a, and fo : R" — [2"%] on V}, for j = 1,...,b.
4) Use g : [2"f] x [2"F] — R, to estimate each entry of C = AT B as®
A laall 116511 _ N _
Clj* n (fl(U’L))fQ(V]))7 Zfla"'aa, .7*]-73b (118)

SLet us describe a quantizer for ||a;|| that uses O(logn) bits and produces a reconstruction ”/fli\” € (1 4 n~3)]la;||. Note that if A has
“bounded entries”, then ||a;|| € {0} U [272000 ' /n22000] To quantize it with multiplicative error at most § = n~2 we construct a grid of
m + 1 points: {0,272000 (1 4 §)272000 (1 4 §)2.272000 (1 4 §)m . 272000} where

logm = log (4000 + —log n) — loglog(1 4 &) = O(logn)

and quantize ||a;|| to the nearest point in the grid (recall that 1 > 1 —§). Since logm = o(n) for any finite §, the cost of describing

[lat|l;- -, |laall is indeed negligible, and same for ||b1 ||, . be||
6Strictly speaking, we only have access to the quantized versions [|a;|| € (1 £n~3)||a;|| and ||b;]| € (1 £n~3)|b;||. Thus,

laill 1651l 39(f1 (i), f2(V5))

n3

llaill 11b;]l
n

Cij = = g(h (U, f2(V7)) = 9(f1 (U0, f2(V7)) %

Since |U," V;| < n, we can assume without loss of generality that |g(f1(U;), f2(V;))| < n and consequently

llaill 116;]1 IIazH 1105 1 (o(f

Cij = Tg(fl(Ui),h(Vj)) ), f2(V})) + O(n™2) ,

so that the O(n~2) can be ignored without effecting our result.
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To analyze the mean squared error E(C;; — ém,)g’ first note that

~ i b
Ciy = alby = ] ST b, = a b, = Ll 1%l oy (119)
n
Let p;; = Wlﬂb” We claim that U;, V; are p;;-correlated spherically uniform random vectors. To see this, note
that due to the random rotation matrix S we may assume without loss of generality that
a;
Tadl = [1/0]0]--- 0], (120)
b 2 T
and this assumption will have no affect on the joint distribution of U;, V;. Writing S = [S1]S2] - - - |Sy], we therefore

have that U; = /nS; and V; = p;;U; + /1 pUZ with Z = /nSy. Thus, if fi, f2,g are the encoders and
decoder from Theorem [, we therefore have that

E(U;'V; = g(f1(U3), f2(V})))? < n(D(R) = T*(R) +¢) + pin*(P*(R) +€). (122)

Consequently,

B(Cy - Gy = 8 (L w1y — g0, 20

_ Jlaal® 1P
n
The proof of Theorem [ is complete, by noting that

b
1 22 = LS a2 S 2 < VAR IBIE
> lladllP1o017 = = llail> > lIbs11* = :
2,7 =1 j=1

(T(R) —T*(R) +¢) + C;;(T*(R) + ). (123)

> Ch=ICl3- (124)
If f1, f2, g are the encoders and decoder from Theorem @2, we have that
Ty 9 2.22R 1
E(U; V; = g(f1(Ui), f2(V})))" <n (PR_1)2 tel, (125)
and consequently,
A ail| 1|6 2
B(Cs - € =8 (L 07, - g0, 1))
lail® 11651 (2227 -1

< - (2R 1) +e, (126)

which completes the proof of Theorem B.

The proofs for part 2 are identical with f(U;) = f1(U;) and with f»(V;) = V; (which is possible, since the
decoder has access to V). m

Next we prove Theorem M. We first consider the case of R > R* and provide the details of the coding
scheme, that is specify the encoders f;, fo and the decoder g in Subsection W=ATl, and analyze its performance
in Subsection V=A7. In Subsection V=A3 we treat the case of R < R*, where time-sharing is needed. The one
sided-quantization case, where only U is quantized and the decoder has access to V' is handled in Subsection M=Rl.
The proof of Theorem I2 is given in Subsection V=CI. It uses the same scheme described in Subsection M=ATl with
the only difference being that the parameter o from the definition of the coding scheme is chosen as o = 1, rather
than a = 4/1 — D as in the proof of . The analysis is exactly the same as in Subsection V=A7, except for the
different choice of «, and time-sharing is not used at all.
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A. Proof of Theorem 1, Part 1

1) Dithered Nested Lattice Quantization for Inner Product: It will be convenient to denote the dimension by d
rather than n. Thus, we assume in this and in the next subsection that that U and V' are p-correlated spherically
uniform random vectors in R? rather than in R™. The reason is that we will later use time-sharing, and describe
only the first d < n coordinates of U and V' using the scheme below.

Let A. C Ay be a pair of nested lattices in R?. Assume that |A /A = 2R See [B7] for basic lattice definitions.
Denote by V. the Voronoi region of A, and by V; the Voronoi region of Ay. Let Z1,Zy ~ Uniform(Vy) be
statistically independent dither vectors. Let 0 < D < 1, and assume that

1 -
o?(Ay) = E]E||Zl||2 =D. (127)

This is without loss of generality, as we can always scale both lattices A. C Ay by the same factor 5 > 0, so that
the lattice A. will satisfy this constraint. We denote the nearest neighbor quantizer with respect to the lattice Ay,
applied on 2 € RY, as

QA (x) = argmin ||z — A[|, (128)
)\GAf

where ties are broken arbitrarily, but in systematic manner. The modulo operation with respect to the lattice Ay, is
defined in this paper as

[] mod Ay =z — Qn, (7). (129)

Note that [x] mod Ay € V. The operations Qa,(x) and [z] mod A, are defined similarly.
Let

a=+v1-D. (130)

Our encoders fi, fa : RY — [295] compute
0= {QAf (aU+Zl)} mod A, (131)
V=@, (aV +Z)| mod .., (132)

and each of them maps the result to dR bits (which is possible since [Ay/A.| = 2¢F).
The decoder g(f1(U), f2(V)) computes

U

o [U - Zl} mod Ac) (133)

V=a ([f/ — ZQ:| mod Ac) , (134)
and estimates the inner product as urv.

2) Analysis: We now analyze the performance of this scheme. First, note that
(0= 21| mod A = [[Qa, (aU + Z1)| mod A, — 1] mod A,
= |@x, (U + 21) = 2] mod A,
= [a+ (Qu, (aU +21) = (aU + 21)) | mod A,
= [aU + Z1] mod A, (135)
where
Z) = Qa, (aU—i—Zl) — (aU + Zy) (136)

is uniform over V; and statistically independent of U (and everything else), by the Crypto Lemma [37], [BR]. By
the same analysis, we obtain

{‘7 — Zg} mod A, = [V + Z5] mod A, (137)
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where Zy ~ Uniform(Vy) is statistically independent of V' (and everything else). For the remainder of the analysis
we will make the following assumption.
Assumption 1: It holds that

[aU + Z1] mod A, = aU + Z1 <= alU + Z; € V., (138)
[@V + Zs)mod Ap =aV + Zy <= oV +Z3 € V.. (139)

We discuss the conditions under which this assumption holds with high probability in the sequel.
Under Assumption [, we have

U =alaU + Zy), U-U=(1-a>U - aZ,
V =alaV + Z,), =V-V=01-V—-aZ. (140)

Thus, the error in estimating the inner product is
e=U'V-U'V= (U+ eU)T(V+ev) —U'V=U"Tey +V'ey +egey
=al(aU+ z)7 (1-a®)V —aZ)]
al(@V+2)" (1-a*)U —aZy)]
+((1=e®)U—-azi)' ((1-a®)V —aZ,)
=a201-HU'V+ Q- U"Zo+V'2Z) = o> (U Zo+ V' Z1) — 2aZ] Z5]
+(1-=a®?U'V —a(l->U"Zy+V'2) + %2 Z,
=1-®)(1+2U'V-BU "2, + V" 2)) - 7] Zs. (141)
Recalling (1), we obtain
e=(1-at (p||UH2 V12U Z ) PO Ze 4 pUT 2L+ 1= )27 20) — a2 Zo.  (142)
We note that the estimator is biased and
E(e) = (1 — a")pE||U|* = dpé(D), (143)
where in the last equality we have used
(1-—a*)=1-(1-D)?=2D(1— D) = ¢(D). (144)

Let us now compute E(e?). Since U Z = 0, and ||U||? = d with probability 1, and since (U, Zy, Z,) are statistically
independent, and (Z, Z, Z5) are statistically independent, we have that

E(e?) = (1 — a*)?p?d® 4+ a®(dD + p?dD + (1 — p*)dD) + a*dD? (145)
=d[p*d(1 — a*)* + a'D(20* + D)] (146)
=d[p’d(1—a")’ +a'D(2 - D)] (147)

= d [p*d¢*(D) + (1 - ¢(D))$(D)] (148)
= d [(¢(D) — ¢*(D)) + p*dp*(D)] . (149)

Validity of Assumption M: We now turn to discuss the validity of Assumption [. To this end, we will need a few
more definitions. Following [9], we say that a sequence (in d) of random vectors X9 € R? is semi norm-ergodic
if for any € > 0 it holds that

Jim Pr(|X@]2 > (1 +&)E[| X |?) = 0. (150)
— 00

For a lattice A C R? we define the effective radius rog(A) as the radius of an £5 ball whose volume is equal to
covol(A) = Vol(V) = | det(G)], R?*4 is a generating matrix for A
(that is, A = GZ%). In particular, 7 (A) satisfies the equation covol(A) = Vol(reg(A)B) = Vg - ré;(A), where
B={zeR? : |z| <1} is the unit ball, whose volume is V; =
pairs A, C Ay in R? is “good” if for any € > 0:

—Z——. We say that a sequence of nested lattice
L(5+1)
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1y

2
lim Lj (Ac)

=1 151
35 T2 (Ay) (D

9

2) For any semi norm-ergodic sequence of random vectors with 2E[|X (9|2 < o02(Ay) it holds that

lim Pr(X@ ¢ Af) =0, (152)
d— 00

and for any semi norm-ergodic sequence of random vectors with 2E||Y (@2 < o2(A,) it holds that
lim Pr(Y@ ¢ A,) =0, (153)
d—o0

By [9, Theorem 2], for any 0 < D < 1 and R > 0, there exists a sequence of “good” nested lattice pairs A, C Ay,
with 62(Ay) = D and 4log|As/A.| = R. Note that the fact that the sequence is “good”, further implies that
a?(A,) r2¢(A.)  covol(A.)/?

(Ac ot o
B = |Ag/Ac = 2%, 154
UQ(Af) - rgﬁ(Af) COVOI(Af)Q/d | f/ | ( )

The sequence of random vectors U = U(? has deterministic norm, and is therefore trivially semi norm-ergodic.
For a sequence of “good” nested lattices, it therefore follows by [U, Theorem 3] that aU + Z; is semi-norm ergodic
as well. Thus, as long as 0?(A.) > 1E[laU + Z;||*> = (1 — D) + D = 1, we have that Pr(aU + Z; ¢ V.) is as
small as desired (for large enough d). Thus, if R > $log(1/D), or equivalently D > 272, we can find lattices
A, C Ay for which Assumption 0 holds with high probability. Since for R > R* and D = 272F we have that
#(D) = $(2728) = T'(R), taking d = n, this establishes Theorem [ for R > R*.

We note that in the rare cases where Assumption 0 fails to hold, we can scale both lattices A. C Ay by some
B > 1, for which Assumption 0 does hold. Such scaling results in increasing D to 32D. Note that the encoders
f1, f2 can easily check whether or not Assumption 0 holds. Reporting to the decoder that such S was used has
negligible effect on the coding rate. Since these cases are so rare, the effect on the expected distortion is also
negligible. We therefore omit these details from the analysis. In Section V1 we discuss a practical implementation
of the scheme above, where such modulo-errors cannot be made rare, and the mechanism for increasing 3 and
reporting it is described in detail.

3) Time Sharing: For the case R < R*, we need to combine the scheme above with time-sharing. Set K = R/R*,
and d = kn. We assume kn is an integer to avoid uninteresting, and insignificant, rounding effects. We use a
sequence of “good” nested lattices A, C Ay in R? with 02(A) = D > 272%" such that 0%(A.) — o2(Ay) -
221/% > 1. Therefore, for d large enough it is possible to take D as close as desired to 2~2%" without violating
Assumption 0. Let M = [d] = {1,...,d} and M = [n]\ [d] = {d + 1,...,n}. We use the nested lattice code
described above, for Ua and V4 and denote epq = UL V/\Z — UL VM. We do not allocate rate for the description
of the remaining coordinates M, and simply estimate the inner product U [V as UI;I Vit = 0. Further denote
et =UL Vi — ULV =UL Vi

Crucially, in the p-correlated spherically uniform case on (R™)2, projection of U and V to d < n coordinates
changes the basic structure of their joint distribution. In particular, denoting the projection of U on the first d
coordinates by Uy, and similarly for Zjg, the variables ||Upq || and U[;] Zjq) are no longer deterministic if d < n.
It holds that (using the fact that E(U?) = 1)

E||Uq? = d. (155)
By symmetry, we also have
E(Upy Ziq)) = 0. (156)
Finally, using the fact that E(U}') = 2% [BY], in Appendix B, we prove that
n
E|Ug|* = ——=d(d + 2). 157
Vil = S5 dd +2) (1s7)
and that
n n—d
IE(U[E] Zig))? = (158)

nt2 n-1
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Using the error expression (I[42), we have

em = (1—a?) (p||U[d]||2 +4/1— pQU[g]Z[d]) — (U 22+ Uy Z1 + 1 = p*) 2y Z1) — o Z) Za. (159)
Consequently,

E(e) = (1 — a*)? (p2E|\U[d] 144 (1 - p2)E(U[§]Z[d])2) +a®-2Dd + o*D%d. (160)

Since m d(n+2)

Thus, for fixed and n large enough, E||Uj4[|* < d*(1+o0(n™!)). In the sequel, we neglect the o(n™!) correction
term, as it can be absorbed in the +¢ terms in (). Recalling that d = xn, and substituting in (L&), we obtain

L foralln > 1, we have E(U[d] Zig)? < d("n_d) . We also have that E||Ujy [|* = d? (1 + 2("_‘1)>.

E(edq) < (1—a")?n (p°n- K> + (1 — p*)k(1 — K)) + nka®2D + nka' D? (161)
= nk (p¢°(D)[nk — (1 — k)] + (D) — £¢*(D)) (162)
< nk (p*nkd? (D) + ¢(D) — k¢*(D)) . (163)

In similar fashion, we can show that
E(e’,) < p*n*(1 — K)* +nk(l — k). (164)

Finally, we show in Appendix B that
E(eamens) < ¢(D)nk(l — k) (p°n—1). (165)

Thus,

E(e?) = E(em + exq)® = E(ely) + E(e3y) + 2E(erteny) (166)
< nk (pznme(D) + ¢(D) — k? (D)) +p*n?(1 —k)* + nk(l — k) + 2¢(D)nk(l — k) (p2n — 1) (167)
=g (r6(D) + (1= ©)* + 1+ ((k0(D) + (1 = &) = (x6(D) + (1 = ¥))*) (168)
<n(L(R) —T*(R) +¢) + p°n®*(I*(R) +¢), (169)

where the last inequality follows since we can take D arbitrarily close to 272%" without violating Assumption [I.
This establishes (IT2).

B. Proof of Theorem L, Part 2

For the second part of Theorem [l we use f = fi in order to encode U, where f; is the encoder introduced in
Section V=AT, with d = n (no time-sharing). We set U as in (I33), and g(f(U),V) =UTV. The analysis proceeds
as in Section M=A7, but with V = V, such that ey, = 0. We therefore have that

e=UV-UV=U-U)"V=(1-aU—-aZ) V=>01-> UV —-azV (170)
Recalling that o = /1 — D and that UV = y/np, we obtain
e=npD —aZ] V. (171)

Recalling further that Z; and V are statistically independent, and that E|| Z;||> = nD, and E[VV "] = I,,, we obtain
E(e?) = n?p*D? + o*nD = nD(1 — D) + p*n*D?. (172)

Choosing D arbitrarily close to 272%, which is possible without violating (IZX) from Assumption 0 for “good’
nested lattice pair A, C Ay (by the arguments given in Section V=A7) completes the proof.



24

C. Proof of Theorem [[2

For the proof of part 1, we use the scheme described in Subsection V=AT with d = n (no time-sharing), but with
a = 1 (instead of « = /1 — D). We take D to be slightly greater than 22}{7171 (more accurately, we think of D
as a sequence in n, approaching ﬁ from above). By [9, Theorem 2], there exist a sequence of “good” nested
lattices A, C Ay with 6?(Ay) = D and R = % log|As/A.|. By (I34), for a sequence of “good” nested lattices we
have

o2(Ae) = o?(Af)2*F 1+ D. (173)

Since U + Z; is semi norm-ergodic with 2E||U + Z1||? = 1+ D, we have that [U + Z;] mod A, = U + Z; with
high probability. Similarly [V 4+ Z5] mod A. = V + Z5 holds with high probability, and consequently, Assumption [
holds with high probability. Since here o = 1, the error e as given in (I£J) has zero mean, and satisfies (IZ3)
E(e?) = n(2D + D?). Recalling that D — 5z— this gives

2R
EUTV — g(f1(0), fo(V))) = E(¢?) < n (fzi_l)l n ) , (174)
as claimed.

For the second part of Theorem 2 we still take & = 1 and use f = f; in order to encode U, where f; is the
encoder introduced in Section V=ATl, with d = n (no time-sharing). We set U as in (T33), and g(f(U),V) = UTv.
We use a sequence of “good” nested lattices with D — 22,%7171 as above, so that (I38) from Assumption 0 holds
with high probability, by the same considerations as above. The analysis proceeds as in Section V=A7, but with
V= V, such that ey = 0. We therefore have that e = Zi'— V and

1
as claimed.

VI. PRACTICAL IMPLEMENTATION OF NESTED LATTICE QUANTIZERS

In the proof of Theorems [CI-T2 we used a pair of nested lattices A. C Ay C R?, with [A;/A.| = 29%. Given
such a pair of lattices in R?, in order to implement the coding scheme described above, we need to implement the
following procedures:

1) Qa,(2) = argmin, ¢y, [l — Af]

2) Qu. (x) = argmin, cx. Iz — Al

3) Mapping from Ay /A, to dR bits

4) Mapping from dR bits to the coset representatives Ay NV, of Ag/A.

5) Generating a random dither Z ~ Uniform(Vs f), where V,, is the Voronoi cell of A

Self-similar nested lattice codebooks: Let A C R? be a lattice with generating matrix G € R*?, such that
A = GZ?. Assume that we have access to a procedure that implements the lattice quantizer Q4 () efficiently, and
that there is some x > 0 such that xZ? C A. The assumption that Z? is nested in A (up to scaling) is not very
important, but also not restrictive, since the majority of lattices for which efficient lattice quantizers are known do
satisfy it.

Using the lattice A, we can construct a pair of nested lattices A, C Ay C R4, with |A /] = 24R  that induce
an efficiently implementable coding scheme. In particular, let 3 > 0 and set Ay = A, A, = qAy = B - gA, where
q = 2 is an integer. Algorithm M below provides the pseudo code for implementing fi, f» from Subsection =AT
with @ = 1 for such a nested lattice codebook. Note that the output OverloadError of Algorithm [ specifies
whether or not Assumption [ holds, that is, whether or not a modulo error occurred. In order to implement the
decoder g from Subsection V=ATl (again with o = 1), one implements (I33) by applying Algorithm @ on the output
of f1, implements (I34) by applying Algorithm @ on the output of fo, and computes the inner product of the two
vectors. In order to generate the random dithers Z;, Z,, one applies Algorithm B.

Choice of the parameter 5: Using this scheme, we have that

D = o*(Ay) = B%a*(A). (176)
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Algorithm 1 NestedLatticeEncoder

Inputs: vector to be encoded z € RY, Lattice A ¢ R? with generating matrix G € R4 x4’ nesting ratio g € N,
dither vector z € V4 C R?, scaling factor > 0

Outputs: Enc(z) € [¢]? (can be represented using [d’logq] bits), OverloadError that indicates if a modulo
error occurred

t < Qa (% + Z)

Yy Gt

Enc(z) + [y] mod ¢ (elementwise modulo ¢ reduction)
% check whether a modulo error occurred:

T—t—z

Ne=q-Qn (2

OverloadError = 1 {\; # 0}

Algorithm 2 NestedLatticeDecoder

Inputs: The encoding Enc(z) € [¢]¢ of z € RY, Lattice A ¢ R? with generating matrix G € R% *¢', nesting
ratio ¢ € N, dither vector z € V4 C R?, scaling factor 3 > 0

Outputs: & € R?

g+ G -Enc(z) — z

i 8(7-a-Qu(2))

Algorithm 3 GenerateRandomDither

Inputs: Lattice A C R? and a number s > 0 such that k<Z¢ C A
Outputs: Z ~ Uniform(Vx)

U < Uniform ([O, lﬁ:)dl>

Z U —-Qa)

Thus, since the base lattice A is given, the parameter 5 controls D. We also have that
o?(A.) = ¢*a%(Af) = 21D, (177)

Assumption [ is equivalent to U + Z; € V. (and similarly, V + Zy € V,). If A is a high-dimensional lattice
(d > 1) that is “good” for quantization and for coding, this happens with high probability provided that 1 + D =
1E|U + Z1||* < 0%(A:) = 2*D, which is equivalent to D > D*(R) = 5a—. In practice, we will usually
work with a base lattice A whose second moment and coding goodness are sub-optimal. For this reason, we take
D = ~yD*(R) = 53—, for some v > 0 (where 7 is not necessarily close to 1), which is done by setting

~ 1 1/2
B = (2%_1 : UQ(A)) . (178)

Avoiding modulo-error with negligible increase in rate: Recall that Algorithm [ also indicates, through the
variable OverloadError, whether or not a modulo error occurred, that is, whether or not U + Z; € V.. Whenever
a modulo error does occur, one can increase the value of « further to a large enough value, such that a modulo
error does not occur with the new value, and inform the decoder on what value of « was chosen. In practice,
we may choose a bank of M values sorted in increasing order v € {~1,...,vm}. The encoder first uses ;. If
OverloadError = 1 it tries again with -2, and keeps increasing y to the next value until OverloadError = 0. If v,
is chosen such that overload error is already not too common, and the values of ~; increase sufficiently fast with 1,
say v; = i - 71, the entropy of the first value of  that returned OverloadError = 0 will be small. Since we only
have to report this index to the decoder once for d symbols, the effect on the quantization rate is not significant.
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Next, we develop a heuristic for choosing «y;. Recall the definition of reg(A) from Section M=A7, and note that

1/d
rem(A) = (%{TA)) / . The normalized second moment (NSM) of a lattice A is defined as
2 2
N@A) = —2 (1) 7 = 2(/7,1 W (179)
(covol(A)) V2 (A)

If U + Z; were Gaussian, the probability that it stays within V5, would have been upper bounded by the probability
that it stays within a ball with the same volume, that is, within a ball with radius 7cg(A.). Thus, we need r%;(A.)
to be greater than E||U + Z1||%. This corresponds to

1< érgﬁ(/\c) B lrgﬂc(/\c) o?(A.) B 1 22ED B 1 - 220 N 5
dBIU+ 212 do?(Ae) JEU+Zi|? av?iN@)L+D qviN@A) 2R +v =1 av?/iN(A)
(180)
where the last approximation assumes that 227 + v — 1 ~ 22%. Thus, we will take
71 2 dVIN(A). (181)

Product lattices/Product quantization: In order to use the self-similar nested lattice scheme described above, we
need a base lattice A with an efficient nearest-neighbor decoder/lattice quantizer @ (x) and favorable quantization
and coding properties. While it is easy to find (more accurately, to randomly draw) lattices in high-dimensions
that are good for coding and quantization [9], [A0], the task of finding such lattices that also admit an efficient
nearest-neighbor decoder is notoriously difficult and is perhaps the holy grail of coding theory for the additive white
Gaussian noise (AWGN) channel. A popular compromise between efficiency and “goodness”, is to use a product
lattice, with a low-dimensional base lattice that is “pretty-good” for coding and quantization [21]], [B7].

Let d’ be an integer that divides d, and A’ C R? be a lattice in R?". We construct the lattice A € RY as the
product of L = d/d’ copies of A’. Namely,

A=A x---x AN =N®F (182)

L times

The resulting self-similar nested lattices are also the product of L nested lattice pairs

Ac CAp=(Br-gh CBiA) x - x (BL - g\ C BLA), (183)
where we allow for different choices of 3 for each product to accommodate for the modulo-error control mechanism
described above, but typically 8, = (221171_1 : % v since y; is already designed such that very few modulo-

errors occur. Algorithm [, Algorithm @ and Algorithm B tensorize, and should be applied separately for each
¢=1,...,L using the base lattice A’ C R? with generating matrix G’ € R% X4, We also have that

I 1 <
o*(A) = a*(A)- Z;/ﬁ- (184)

Some lattices in small dimensions have excellent quantization and coding properties, as well as efficient nearest
neighbor decoding algorithms. In particular, A3z = D has the highest packing density among all lattices in R3 [22],
A3 has the smallest NSM among all lattices in R? [42] (only slightly smaller than that of A3), D, has the highest
packing density among all lattices in R* and lowest known NSM among all lattices in R* [42], [&3], and Fg has
the highest packing density (even among non-lattice packings) [24] and the smallest known NSM among all lattices
in R® [@2], [23]. All four lattices listed above, as well as many others from the A,,, D,, and E,, families, admit a
very fast lattice decoding algorithm [A5]. Similarly, among all lattices in R24 the Leech lattice Aoy, is the the best
known quantizer [43], has the optimal packing density [26] (this is true even among all non-lattice packings [#7]),
and admits a pretty fast nearest neighbor decoding (or approximate nearest neighbor decoding) algorithms [48],
[29], [50]. In addition, the second moment of all these lattices (and others) is calculated in [61] and reported also
in [43, Table I]. Any one of those lattices is a good candidate for the base lattice A’. Another important advantage of
these lattices is that they are all subsets of Z™ up to scaling. Thus, when these lattices are used for quantization for
matrix multiplication, and dithering is not applied, we can use integer multipliers (e.g., int8 tensor core in a GPU),
rather than floating point multipliers, for multiplying the quantized matrices. The lattices of higher dimensions, and
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in particular the Leech lattice, may yield better rate-distortion tradeoff than the lower-dimensional ones, but there
are advantages to using lower-dimensional lattices in terms of efficiency. One of those is described next.

Lookup tables: Note that we decode U, € RY and V, € RY just to compute their inner product UZT V. If we
use the same dither vectors Z1, Zy € V. for all Aé =1,...,L, and the same value of ﬁ: namely, Bg = 62/ =7
forall ¢ =1,..., L, there are only ¢@ values of U, we can get, and only ¢¢ values of V," we can get. Those do

not depend on ¢. Thus, we can pre-compute all > possible values of U ’ZV’ ¢ and store them in a lookup table
(LUT). Then, instead of applying the decoder twice and computing the inner product, we simply fetch the result
of the inner product from the LUT. If 3Y # 3 or 8} # 3, we simply multiply the value fetched from the LUT by
% . % On some processors, using LUTs significantly speedup the decoding process, as it completely bypasses all
lattice decoding operations, as well as all inner products. For approximate matrix multiplication AT B of A € R"*®
and B € R"*? using the product nested lattice quantization scheme above, we need to perform a - b - (n/d’) such
operations, whereas the encoding only involves a(n/d’) + b(n/d’) lattice encoding operations. Thus, decoding is
the computationally heavy procedure, and speeding it up will result in significant speedup of the total approximate
matrix multiplication procedure. Using LUTS is therefore often highly advantageous. However, in order to have a
very fast access time to the LUT, we would like it to “fit” in the highest levels of the cache, ideally in the L1 cache.
This level has small capacity, which restricts the values of qu/ = 22Rd" Thys, we must keep Rd’ small. Taking
small R will typically not yield satisfactory resolution, so if LUTs are used, we are limited to using lattices A’ of
small dimensions. We note that for GPUs the LUT approach may not be attractive since the tensor core computes
matrix multiplications extremely fast, while LUT probing is less efficient on this hardware. On CPUs on the other
hand, the LUT approach can yield significant speed-up.

Hadamard transform: In Section M, (IT8-IT7) we proposed to multiply each column vector in A as well as
each column vector in B, by a random projection matrix .S drawn from the Haar distribution on O,,(R). In general,
the matrix S drawn from this distribution will have no structure, and calculating S A (respectively SB) will require
O(an?) (respectively, O(bn?)) real-valued multiplication and summation operations. To significantly reduce the
computational burden of this step, it was proposed in [8] (see also [B]) to restrict .S to a certain class of orthogonal
projection matrices: The randomized Hadamard transform. Here, we also follow this approach. In particular, we
draw a vector T' ~ Uniform({—1,1}"), and set K = diag(T), that is, K is a diagonal matrix with K, ; = T;. We
then set

1

S Vn
where H € {—1,1}"*™ is the Walsh-Hadamard matrix of dimension n. Here, we assumed that n is a power of 2,
such that such a matrix exists. Otherwise, we can add rows of all zeros to both A and B, resulting in larger matrices
A€ RV and B € R"*?, with n/ = 2M°82(")], Note that in (ITB-IT7) we further scale the result by /7, so
this cancels out the scaling by ﬁ in (¥3). The gain for using the randomized Hadamard transform (IX3), is that
its special fast-Fourier transform (FFT) structure allows to compute SA (respectively, SB) using only O(anlogn)
(respectively, O(bnlogn)) additions and multiplications. Despite its simple implementation, the result of applying
the randomized Hadamard transform on A (or B) is quite similar to that of applying a “pure” random rotation on
A (or B) from various statistical perspectives [52], [83], [54].

S HEK, (185)

Representative numeric example: To better illustrate how the building blocks above connect, we provide a
numerical example. We have implemented a product nested lattice codebook, with A’ = D3 (such that d’ = 3) as
the base lattice. The lattice D3 consists of all vectors in Z3 whose entries sum up to an even integer. In particular,
273 C Ds. The simple structure of D3 also gives rise to a very simple algorithm for computing Qp, () [45,
Algorithm 2]. The lattice D3 has the highest packing density among all lattices in R3 and its packing radius
satisfies [B2] rpack (D3)/Ter(D3) ~ (0.74)'/3 ~ 0.9045, such that its Voronoi region is quite close to a ball. We
also have that 0?(Ds) = 2, so that N(D3) ~ 0.0787 (since covol(Ds) = 2). This NSM is only slightly greater
than the smallest NSM attained by any lattice in R®, which is N(A%) ~ 0.0785.

We have used this base lattice with ¢ = 6 to construct a product nested lattice code as in (IZ3). We used the
same dither vectors 21,22 € Vp, forall £ = 1,..., L (these vectors were drawn once at the beginning of the
experiment). For this choice of d’ = 3 and ¢ = 6, we can implement the decoder using a lookup table of size
(%)% = 2610829 < 2156 For constructing the LUT, we used the value 3 = 1. While for this choice of 3 all
inner products between vectors in D3 are integer valued, because of the use of dithers, the entries in our LUT are
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not integer-valued in general. We nevertheless rounded each of them to the nearest integer, and their range allows
representing each entry in the LUT using an int8 variable. Consequently, the total size of the LUT is less than
64Kbyte, and it can be fully stored in the L1 cache of a modern processing unit.

For the lattice D3, we have that the right-hand side of (IIXT) evaluates to ~ 0.6139. We therefore choose v; = 0.7,
and set our bank of possible values of «y as {i - v1}_;. The corresponding value of 3 is given by (IZX).

We drew two random matrices A € R"*", B € R"*", with all entries iid N'(0, 1), where n = 3 - 21, We used
the product nested lattice codebook from (IE3) with L = 211 for encoding each column of A (using the dither
vector Z71) and for encoding each column of B (using the dither vector Z5). Since the iid Gaussian distribution
is already rotation invariant, we have not implemented a random rotation. For each column, we also report the L
values of (3; (equivalently ~;) used for each column. The (empirical) entropy of this random variable (that takes
values in (31 - {i}}_;) for the choice ; = 0.7 was found to be around = 1.3bits. Since this value is only reported
once for every d’ = 3 symbols (using entropy coding), its contribution to the coding rate is about 0.43 bits per
symbol, such that the total rate of the coding scheme is Refr ~ 1%6) + 0.43 =~ 3.015 bits/symbol. -

This approximate matrix multiplication algorithm attained ;||ATB— AT B||3. ~ 0.0593. Let e = ATB— AT B.
The empirical distribution of the normalized approximation error e//n (among the n? entries) is plotted in Figure I.
Note that for Re = 3.015, Theorem [ states that no scheme can attain distortion smaller than of I'( Rerr) = 0.0304
for A and B drawn as above, and Theorem [ shows that this can be attained using high-dimensional lattices. Thus,
our low-complexity implementation is not far of the optimal performance attained using optimal lattice codes. For
comparison, we also evaluated the approximation error for a simple 3-bit scalar quantization scheme where each
column a; is normalized by ||a;||~ such that all its entries are in [—1, 1], then each entry a; , = H ‘i is quantized
to iround(éldi’t), and in the end the quantized entries are rescaled again by ||a;||.. The empirical error attained by

the 3-bit scalar quantizer is ||A/T\B — AT B||% ~ 0.1668, about 3 times greater than the error attained using the
D3-based scheme with the same rate. The performance gap between the two scheme grows with n, as the random
variable ||a;||o concentrates around v/2Inn for large n. Thus, the dynamic range for the scalar quantizer increases
with n, which results in greater expected squared error.

VII. OPEN PROBLEMS

One can interpret our Lemma B as follows: Let P = A/(0,1) and U™ ~ P®", Then for any random variable Y’
we have that

ZRP ) < I(U™Y), (186)

where Rp(D) is the quadratic rate-distortion function for a source with distribution P and (Ay,...,\,) are the
eigenvalues of Cov(U™|Y’). While Lemma B establishes (I8A) for the Gaussian distribution, we were not able to
prove (I¥A) for a general distribution, and we could neither find a counterexample. If (I86) turns out to hold for
any P, the proof of Theorem B could be easily extended to show that

D'™*(R, P) = convex envelope of (¢(Dp(R)), (187)

where Dp(R) is the quadratic distortion-rate function for a source with distribution P. Thus, proving or disproving
that (IXA) holds for all P is an interesting problem for future research.
In Theorem [ we have shown the existence of encoders and decoder for quantization for matrix multiplication

whose expected approximation error depends only on ||A||% - || B||% and ||AT B||%, and is optimal for A and B

E[AIZ I BIIF]/n

whose entries are iid Gaussian. For iid Gaussian matrices we have that “EATEE] = 1 so that the two error
F

terms in (B) are well-balanced. However, when the entries of AT B are large, that is when w o(1),

the error term in (B) that involves ||AT B||% is the dominant one. On the other hand, in this case our bound from
Theorem B gives much smaller error, despite the fact that it is not optimal for Gaussian matrices. In particular, the

2 2
multiplicative error of the bound from Theorem B vanishes when % = o(1). It is an interesting question
F

for future research to understand whether for any R > 0 there exist schemes that attain the optimal rate-distortion

EJAT B—g(f1(A),f2(B)|% that

tradeoff for Gaussian iid matrices and at the same time attain a multiplicative error AT
F

. AlZ B3
vanishes when [AIEIBIE/m — ().

AT B[Z
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Fig. 1: The approximation error of the D3-based product nested lattice coding scheme with g = 6, for random iid

Gaussian matrices A, B € R"*", n = 3. 21, We plot the histogram of the entries of ﬁ(ATB — AT B) in blue.

For comparison, we also plot the histogram of the entries of ﬁ(ATB — AT B) for a 3-bit scalar quantizer in red.
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APPENDIX A
CONVEX ENVELOPE OF I'1(R)

Recall that ¢(t) = 2t — ¢? and
['1(R) = ¢p(272F). (188)

We show that the convex lower envelope of I';(R) is T'(R). It is easy to verify that R — T';(R) is decreasing,
concave on [0,1/2) and convex on (1/2, c0). Therefore, it will consist of a linear segment between (0,1'1(0) = 1)
and (R*,T'1(R*)) and agree with T';(R) for R > R*. The point R* > 1/2 is chosen such that the derivative of
T'(R) is smooth and non-decreasing. Thus, the convex envelope of I';(R) is given by

MR = {Fl(R*) +T)(R")(R—-R*) R<R*

I (R) R> R (159)
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where R* is chosen by requiring that I'(0) = I';(0) = 1, or in other words, that
Iy(R*)— R*-T)(R") =1. (190)
Since T} (R*) = —41n2-272%"(1-2721") and we can express I'; (R*) as ['; (R*) = 2.2 28" (1 —272R") o~ 4F"
we have that () corresponds to
274R" L 9. 972 (1 _ 2 2Ry (1 4 2In2R*) =1

=227 (1 — 272 (1 4 2In2R*) = (1 — 2727) (1 4 2721

—=2.272(1 4+ 2In2R*) = 1+ 272", (191)

—1+4In2R* = 2%, (192)

APPENDIX B
PROJECTIONS OF RANDOM UNIFORM ORTHOGONAL VECTORS

Let S ~ Uniform(O,(R)) and denote U = /nS; and Z = /nS>. To prove ([37), we first note that, by
symmetry

n* =E|U|* = (Z U2> = nE(U{) + n(n — DE(U;U3), (193)
which implies
- E(U}) n
E(U2U2) = = L~ . 194
(U03) = — =7 = — (194)
With this, we can write
2
4 2| _ 4 2772y _ 1
E|Uq|* = (ZU) = dE(U}) + d(d — V)E(UUZ) = n+2d(d+2). (195)
We move on to proving (I3¥). We have that
2 a
E(UyZia <ZUZ> = E(UZ})+ Y EB(UU; Z:Z;) = dé + d(d — 1)v, (196)
— i=1 j#i
where
E=EULZ}), v=E(UiUsZ12>), (197)

and the last equality in (I6) follows by symmetry. Taking d = n, we get that U}, Z,) = UTZ = 0 wp. L.
Invoking (I9A) therefore gives

0=n§—|—n(n—1)1/:>1/:—n§1. (198)
Substituting this into (IYAH), we obtain
d d(n —d)
T 2 _
E(U[d]Z[d}) _d(l n—l)f — &. (199)

In order to compute &, define e = U — Z. Note that the symmetry and orthogonality of U and Z implies that
e ~ Uniform(v/2nS" 1), where S"~! is the unit sphere in R™. It therefor follows that

E(e]) = 4E(U}). (200)
On the other hand

4
E(e}) = Z( ) (Uiz{™) = EB(UY) + E(Z}) + 6E(UEZ?) + 4R(U, Z3) + AE(UE Zy). (201)
=0



31

By symmetry, we clearly have that E(Z}) = E(U}). We claim that E(U; Z3) = 0. To see this, note that given Z,
the distribution of U is invariant to negation (in other words py|z—.(u) = py|z=-(—u)). By symmetry, this also
implies that E(U;Z1) = 0. We therefore have that

4E(U}) = E(e}) = 2E(U}) + 6 (202)
E(U}) n
= = . 203
=% 3 n+2 (203)
Substituting this into (I99), we obtain
n(n —d)

E(U[g] Z)’ =d- (204)

(n+2)(n—1)
as claimed.

Finally, we move on to establish (I&3). It is easy to see that the expectation of all terms including 7, Zs is zero,
and therefore

E(emes) = o(D)E | (plUall* + V1= 02U Za ) (plUl* + V1= 02U Zg )| @05)

where [d] = [n] \ [d] = {d+1,...,n}. By the same consideration as above, the cross terms are zero. Note that by

definition, [|Upq[|? + ||U[,;l]||2 = ||U||* = n, and we therefore have
[ d n
E(ement) = o(D) | P°E (|[Ua|*(n = 1Ua|1)) + (L = pE | D_UiZi Y U2 (206)
i=1 j=d+1
= ¢(D) [_PQE (1Ug 1P (n = |Ug]1?)) + (1 = p*)d(n — A)E (U1 U221 Z5)] (207)
= ¢(D) | p? (dn - nLHd(d + 2)) +(1-p¥d(n — d)y] . (208)
Recalling that _

yoot 1 (209)

and substituting this into (ZOX), we obtain

E(ement) = 6(D) [fn " —d) (1~ p2>nf;2d((§_f))} 210)
- qS(D)md(n —d) (pPn—1). @11)
Our claim follows since m < % for any n > 1.
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